RE: Appendix B
Brattin, Bill to: Benson.Bob 09/23/2010 08:03 AM

From: "Brattin, Bill" <brattin@srcinc.com>

To:

Good news: | have figured out how to calculate the BMDL, and have done so for the CE*L model
Bad news: The BMDL is pretty low (0.0076 vs BMD of 0.169, and adjustment of the BMDL with an
UF of 30 yields values that are totally off-scale low.

See attached file, sections highlighted in yellow.

Bill Brattin

SRC, Inc.

999 18th Street Suite 1975
Denver CO 80202

Phone: 303-357-3121

Fax: 303-292-4755

e-mail: brattin@srcinc.com

From: Benson.Bob@epamail.epa.gov [mailto:Benson.Bob@epamail.epa.gov]
Sent: Wednesday, September 22, 2010 3:26 PM

To: Brattin, Bill

Subject: Appendix B

Here is my draft appendix B.
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Appendix B.  Region 8 Evaluation of Exposure-Response Data for Discrete Pleural Thickening in Workers from the Marysville Cohort


The University of Cincinnati Research Team provided detailed information on the Marysville workers.  They developed an Exposure Matrix (fibers/cc) for each department from the industrial hygiene data. The data for each worker included the cumulative exposure to Libby Amphibole (fibers-yr/cc) based on detailed worker job history, average concentration of exposure to Libby Amphibole (fibers/cc) based on detailed worker job history, hire date, age at first exposure, body mass index, smoking history, date and age at time of health examination, sex, and the presence of discrete pleural thickening, diffuse pleural thickening, parenchymal change as revealed by conventional radiographs, and self-reported prevalence of rheumatoid arthritis.  The report from the University of Cincinnati is included in Appendix C.


EPA expresses the RfC as continuous exposure (24 hours/day; 7 days/week).  When using data from an occupational study, EPA converts the calculated exposure to a human equivalent concentration for continuous exposure using a factor of 5 days/7 days x 10m3/20 m3 (US EPA 1994).  Because of the extensive seasonal overtime for some job classes at the Marysville facility (see University of Cincinnati report), this general approach will be incorrect.  The approach used to estimate the cumulative human equivalent exposure concentration (CHEEC, fibers-yr/cc) is described in section 5 of the University of Cincinnati report (appendix C).  Region 8 used the CHEEC for subsequent data analysis.


EPA traditionally has used the NOAEL/LOAEL approach to characterize the exposure-response relationship for the chemicals assessed in the IRIS Program.  More recently EPA has used benchmark dose analysis when appropriate data are available.  These approaches use grouped exposure and response data.  Analyses using individual exposure and health outcome data have rarely been used because appropriate individual human exposure and response data are usually not available.  For the Marysville cohort, however, individual exposure and health outcome results are available and a more comprehensive analysis is possible.  This type of analysis has more statistical power since it can take advantage of more information on each study subject and allows for more statistical control over potential confounders that may distort the results.


Logistic regression was performed with the data using the R statistical software version 2.11.1 to determine what explanatory variables were important.  The dependent variable was discrete pleural thickening (n = 59) noted on a chest x-ray of a former worker in the Marysville facility (n = 252).  The available explanatory variables were cumulative exposure to amphibole fibers (CE), age at time of x-ray, gender, ever smoked, and body mass index (BMI).  The BMI variable was missing for 34 individuals.


The strategy used to determine what explanatory variables were influential consisted of adding one explanatory variable at a time plus cumulative fiber (model: discrete pleural thickening = cumulative fiber + explanatory variable).  Explanatory variables having p > 0.2 were dropped from further consideration.


An initial model of cumulative fiber plus Body Mass Index (BMI, n = 218) strongly suggested BMI (p = 0.89) did not correlate with discrete pleural thickening.  Two subsequent models using cutoffs of 25 and 30 also indicated the non-significance of BMI (BMI 25 p = 0.38, BMI 30 p = 0.93).  BMI was eliminated as an explanatory variable.


The result for smoking indicated smoking was not a significant explanatory variable (p = 0.79).  Ever smoked was eliminated as an explanatory variable.


A model of cumulative fiber plus gender indicated gender was a potential contributing explanatory variable with p = 0.18.  However, it should be noted that the worker cohort was highly imbalanced with 236 males and 16 females.  Only 3 females have a cumulative human equivalent exposure greater than 0.15 fibers-yr/cc.  These considerations indicated that the contribution of gender should be viewed with caution.  Accordingly, gender was eliminated as an explanatory variable.


 A model of cumulative fiber plus age at x-ray indicated that age at x-ray was a significant explanatory variable with p = 0.032.


Exposure Metrices


In order to develop an RfC from the data, a mathematical model is needed that describes the probability of effect (discrete pleural thickening) as a function of some appropriate exposure metric.  A priori, it was assumed that risk (the probability of effect) was likely to depend on one or more of three key variables:


· Mean exposure concentration (C, f/cc)


· Exposure duration (d, yrs)


· Latency (time from first exposure to time of observation) (L, yrs)


Consequently, three alternative exposure metrices were investigated:


· C = mean exposure concentration (f/cc)


· CE = cumulative exposure (C*d, f-yrs/cc)


· CE*L = latency-weighted cumulative exposure (CE*L, f-yrs2/cc)


Statistical Models


Data from the Marysville workers were evaluated with all three exposure metrics using logistic and log-logistic models:



Logistic Model




p = 1 / [1 + exp(-z)]


z = b0 + b1*(exposure metric)


Log-Logistic Model




p = γ + (1-γ) / [1 + exp(-z)]


z = b0 + b1*ln(exposure metric)


γ = background rate in the absence of exposure


The value of γ was set to a value of 1%.  A number of research groups have reported the background prevalence of discrete pleural thickening (Anderson et al., 1979; Castellan et al., 1985; Rogan et al., 1987; Miller et al., 1996; Rogan et al., 2003; and Bohnker et al., 2005).  The background prevalence in these studies is 0.2%, 1.2%, 1.2%, 2.3%, 3.9%, and 2.3%, respectively.  See section 4.3.1.  In populations where efforts were made to exclude individuals with prior exposure to asbestos, rates of 1.2% (4/326) were reported by Anderson et al. (1979) and 0.2% (3/1422) were reported by Castellan et al. (1985).


All fitting was performed using the exposure and health outcome data for each individual worker.  No binning of the workers according to exposure was performed.  Model parameters were estimated using the method of maximum likelihood estimation (MLE), as described in USEPA (2009).  The relative goodness of fit of each model to the data was evaluated in terms of Akaike’s Information Criterion (AIC):



AIC = -2(LL + 2(P
 



where:



LL = log-likelihood value


P = number of model parameters

In general, the UCL associated with the lowest AIC is preferred, although any model with an AIC value that does not exceed the minimum AIC value by more than about 2 may also be considered as an acceptable option (Burnham and Anderson 2002).


Selection of Preferred Model


The AIC values for each of the six alternative models are summarized below:


AIC Values


		Exposure Metric

		Logistic

		Log-Logistic



		C (f/cc)

		273.34

		265.14



		CE (f-yrs/cc)

		269.04

		259.85



		CE*L (f-yrs2/cc)

		268.38

		257.14





As seen, the log-logistic model fit the data substantially better than a logistic model for all three potential exposure metrices.  Within each model, the CE metric provided a substantially better fit than was achieved using C as the exposure metric, and the CE*L metric was somewhat better than CE.  Based on this, the models selected for detailed investigation were log-logistic models using CE and CE*L as the exposure metrices. 


Figure B-1 presents the best fit log-logistic fit to the data using CE as the exposure metric.  The graph also includes the raw data, grouped into 5 bins.  This is only to provide a rough evaluation of the goodness of fit between the model and the data.  However, as noted above, the model was fit to the individual data, not to the binned data.  Figure B-2 presents a similar figure, using CE*L as the exposure metric.  As seen, the data form an exposure response curve that is quite steep as the low exposure levels, tending to plateau as exposure increases.


Figure B-1.  Fitting results for log-logistic model using CE exposure metric
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Bin Min Max Mean N Cases Latency Prev
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Figure B-2.  Fitting results for log-logistic model using CE*L exposure metric
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Calculation of BMD


The benchmark dose (BMD) is an exposure that yields a specified benchmark response (BMR).  The BMR selected for calculation of the BMD is an added risk of 5%.  Given this choice, the BMD is calculated from the best-fit model parameters as follows (USEPA 2009):



[image: image4.png]



 


Results (taken from Figures B-1 and B-2) are as follows:


		Exposure  metric

		BMD



		CE

		0.00437 f-yrs/cc 



		CE*L

		0.169 f-yrs2/cc





Because use of CE*L provides a slightly better fit of the model to the data, and because it is logical that risk should depend on latency, the BMD of 0.169 f-yrs2/cc is identified as the preferred BMD for use in deriving RfC values.

Calculation of BMDL


The BMDL is estimated using the likelihood profile method, as described in USEPA (2009).  In this approach, the equations that define the benchmark response in terms of the benchmark dose and the dose-response model are solved for one of the model parameters. The resulting expression is substituted back into the model equations, with the effect of reparameterizing the model so that BMD appears explicitly as a parameter.  A value for BMD is then found such that, when the remaining parameters are varied to maximize the likelihood, the resulting log-likelihood is less than that at the maximum likelihood estimates by exactly 0.5*Χ2(0.9,1) = 1/353.

Application of this method to the data set yields a BMDL of 0.0076 f-yr2/cc/


Adjustment for Uncertainty


This BMDL is adjusted by dividing by an uncertainty factor of 30 to account for uncertainty in the epidemiologic data used to fit the model (see discussion in Section 5.1.3.2).  The resulting value is 0.00253 f-yrs2/cc.

Calculation of RfC Values


Using the adjusted BMDL value of 0.00253 f-yrs2/cc selected above, the hazard quotient (HQ) is calculated as follows:


HQ = (C * d * L) / BMD (f-ys2/cc)


Rearranging, the RfC (f/cc) is calculated as follows:



RfC = BMD / (d * L)


In order to be protective, it is assumed that the time of observation is age 70 in all cases.  That is:



L = 70 – age at first exposure


Table 1 shows RfC values (f/cc) that correspond to an HQ of 1.0 for a range of different exposure durations and latencies.


For example, consider an individual who is exposed from age 0 to 30.  In this case, duration is 30 years and latency is 70 years.  From Table 1, the concentration that corresponds to an HQ of 1.0 is 8.0E-05 f/cc.


Table B-1.  RfC values (fibers-cc) for various exposure scenarios
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